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ABSTRACT: Land surface temperature (LST) is an important climate parameter that controls the surface energy budget.

For climate applications, information is needed at the global scale with representation of the diurnal cycle. To achieve global

coverage there is a need to merge about five independent geostationary (GEO) satellites that have different observing

capabilities. An issue of practical importance is the merging of independent satellite observations in areas of overlap. An

optimal approach in such areas could eliminate the need for redundant computations by differently viewing satellites. We

use a previously developed approach to derive information on LST from GOES-East (GOES-E), modify it for application

toGOES-West (GOES-W) and implement it simultaneously across areas of overlap at 5-km spatial resolution.We evaluate

the GOES-based LST against in situ observations and an independent MODIS product for the period of 2004–09. The

methodology proposed minimizes differences between satellites in areas of overlap. The mean and median values of the

differences in monthly mean LST retrieved from GOES-E and GOES-W at 0600 UTC for July are 0.01 and 0.11K, re-

spectively. Similarly, at 1800 UTC the respective mean and median value of the differences were 0.15 and 1.33K. These

findings can provide guidelines for potential users to decide whether the reported accuracy based on one satellite alone,

meets their needs in area of overlap. Since the 6 yr record of LST was produced at hourly time scale, the data are well suited

to address scientific issues that require the representation of LST diurnal cycle or the diurnal temperature range (DTR).
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1. Introduction

Many attempts have been made to estimate land surface

temperature (LST) from satellite observations at various

temporal and spatial scales (e.g., Becker and Li 1990, 1995;

McFarland et al. 1990; Sobrino et al. 1994; Wan and Li 1997;

Schmugge et al. 1998; Snyder et al. 1998; Sun and Pinker 2003,

2005; Pinker et al. 2009; Yu et al. 2005, 2009; Duan et al. 2014;

Ren et al. 2018; Zheng et al. 2019). The objective of these

studies varied from validation of climate models to modeling

evapotranspiration of land surface, energy and water balance

and draft detection (e.g., Fuchs 1990; Anderson et al. 2007,

2011; Kustas and Anderson 2009; Li et al. 2009; Karnieli et al.

2010; Tomlinson et al. 2011; Wang et al. 2014). Only in few

previous studies attention has been paid to the diurnal cycle. In

one such early attempt, Ignatov and Gutman (1999) used the 3

hourly International Satellite Cloud Climatology Project

(ISCCP) data (at 280 km resolution) (Rossow and Schiffer

1991) in combination with ground observations, to derive the

monthly mean diurnal cycle in surface temperature over land,

suitable for global climate studies. Duan et al. (2014) tried the

same using high-spatial-resolution data from clear-skyMODIS

observations while Inamdar et al. (2008) disaggregated the

diurnal cycle of LST at the Geostationary Operational

Environment Satellite (GOES) pixel scale to that at the

MODIS pixel scale. Wang and Prigent (2020) compared the

diurnal variations of LSTs for a full season in 2010 using re-

analysis results from the European Centre for Medium-Range

Weather Forecasts (ECMWF) reanalysis (ERA-Interim and

ERA5), infrared satellite observations from an updated ISCCP

product (Young et al. 2018), the Spinning Enhanced Visible

and Infrared Imager (SEVIRI), and in situ measurements.

They found that SEVIRI had closer agreement with the in situ

measurements than the other products with a bias often less

than 62K. Over snow or in arid areas ISCCP had more sys-

tematic errors than the other products; both reanalyses had

higher (lower) estimations at nighttime (daytime) than the

in situ measurements. To explore such variability, there is a

need to establish a consistent and seamless long-term global

record of land surface properties, which requires to homoge-

nize satellite observations from several sources (e.g., Pinheiro

et al. 2006; Susskind and Blaisdell 2008; Seemann et al. 2008;

Anderson et al. 2011; Hulley andHook 2011; Hulley et al. 2018;

Ermida et al. 2017, 2018, 2020). For instance, Scarino et al.

(2013, 2017) used a single-channel thermal-infrared (TIR)

method to retrieve surface LST under clear-sky from

geostationary-Earth-orbit (GEO) and low-Earth-orbit (LEO)
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satellite imagers. They used an empirically adjusted theoretical

model of angular anisotropy (Vinnikov et al. 2012) to improve

the satellite LST retrievals. They demonstrated that the ap-

plication of the anisotropic correction yields reduced mean bias

and improved precision for GOES-13 LST relative to indepen-

dent Moderate Resolution Imaging Spectroradiometer

(MYD11_L2) retrievals and also against the Atmospheric

Radiation Measurement (ARM) program ground observations

(Ackerman et al. 2016). Geostationary satellite data at high

temporal and spatial resolution could provide a detailed depic-

tion of the LST diurnal cycle.

In the present study we use satellite observations of the

highest practical spatial (5-km) and temporal (hourly) resolu-

tions and formulate a framework for deriving LST from

both GOES-East (GOES-E) and GOES-West (GOES-W)

utilizing a recently developed inference scheme (Pinker et al.

2019) that inherently accounts for atmospheric anisotropy

and utilizes recent auxiliary information from the Modern-

Era Retrospective Analysis for Research and Applications

(MERRA-2) (Gelaro et al. 2017). We report on results ob-

tained during the period (2004–09) over the United States and

we investigate the potential of the satellite products to repro-

duce the diurnal cycle and diurnal temperature range (DTR) as

observed by ground observations. The methodology is de-

scribed in section 2; results are discussed in section 3; summary

and discussion are provided in section 4.

2. Approach

a. Review of retrieval methodology

The GOES systems (East and West) provide readily avail-

able data at high temporal frequency (every half hour) at

continental-scale coverage (https://www.bou.class.noaa.gov/

release/index.htm). The imager scan sectors in routine mode

is shown in Table 1. The present study is based on observa-

tions at 15 and 30min after each hour fromGOES-12 (GOES-E)

and GOES-10/GOES-11 (GOES-W), respectively.

Typically, the GOES imager includes five spectral channels

(one visible, four infrared, Table 2). Before deriving the LST,

all channels except 3 and 6 are calibrated (Gunshor et al. 2009;

Weinreb et al. 2007) and used in a cloud screening algorithm

(Pinker et al. 2019).

The LST retrieval algorithm is a single channel approach

using channel 4 (10.7mm) observations as described in Pinker

et al. (2019) and briefly repeated here for the convenience of

the readers:
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‘‘where B21 denote[s] the inverse of Planck function for

GOES-12 channel 4,’’ ‘‘« is surface emissivity,’’ ‘‘X denotes

the atmospheric transmittance,’’ R[
o is the satellite observed

radiance, ‘‘R[
a and RY

a are atmospheric emission to space and

surface, respectively. With known surface emissivity and sim-

ulated atmospheric emission and transmittance, the surface

temperature can be derived.’’ Specifically, the approach uses

the Radiative Transfer for TOVS (RTTOV) model v11.2

(Saunders et al. 1999; Matricardi and Saunders 1999) adjusted

for theGEO characteristics to simulate atmospheric emissions.

The four-times-daily (0000, 0600, 1200, 1800 UTC) MERRA-2

date are used to specify the atmospheric state. Since the LST

is retrieved hourly, the MERRA-2 data need to be linearly in-

terpolated in time in between the four analyses times. The

MODIS–ASTER global infrared combined emissivity informa-

tion produced from the University of Wisconsin Global Infrared

Land Surface Emissivity (UWIREMIS) and the ASTER

Global Emissivity Database (GED) [Combined ASTER

MODIS Emissivity over Land (CAMEL)] (Borbas et al. 2018;

Feltz et al. 2018; Hulley and Hook 2011) is also implemented in

the methodology for deriving LST. It has been successfully ap-

plied to GOES-12 (4 January 2003–14 April 2010) observations

and a detailed description of the methodology including cali-

bration of GOES raw imaging data, implementation of cloud

screening algorithm and ancillary data can be found in Pinker

et al. (2019). The added benefit of this retrieval approach is that it

is consistent with the one used at the Jet Propulsion Laboratory

(JPL) to generate the MOD21 product (Hulley et al. 2014) al-

lowing future intercomparisons. In the following section we de-

scribe modifications needed before one can apply this approach

to GOES-W.

b. Issue of GOES-E and GOES-W overlap

Figures 1a and 1b show the GOES-W coverage used and a

calibrated image. For GOES-W, the images are of different

size and dimension than those for GOES-E. They need to be

regenerated to allow the use of existing screening code and

ancillary information in the formats used for GOES-E. This is

TABLE 1. Selected GOES Imager scan sectors in routine mode.

Satellite system Frame name Boundaries Duration (mm:ss) Scan timesa (UTC)

GOES-E Extended Northern Hemisphere 208S–668N, 458–1208W 14:16 hh15, hh45

GOES-W Northern Hemisphere 08–668N, 908W–1708E 9:00 hh00, hh30

a The GOES-E observations and the GOES-W observations have 15min time difference.

TABLE 2. Summary of GOES imager channels.

Satellite Channel

Wavelength

(mm)

Spatial resolution

(nadir; km)

GOES-10/-11/-12 1 0.67 1

2 3.9 4

3 6.7 4

4 10.7 4

GOES-10/-11 5 12.0 4

GOES-12 6 13.3 4
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done using ‘‘nearest neighbor’’ interpolation method. The re-

projected GOES-W image to GOES-E domain is shown in

Fig. 1c. To run the LST retrieval algorithm for GOES-W, there

is also a need to prepare ancillary data, such as surface type,

snow-free channel-1 radiance and a pixel position data infor-

mation for gridding in the same dimension and location as the

satellite images of GOES-W.

c. Data used for evaluation

MOD11

The LST retrievals from MOD11 version 6 land surface

temperature and emissivity product (Wan 2014) are used to

evaluate the GOES-based LST estimates at two time scales

(instantaneous and daily). There are two algorithms used to

process the MODIS LST: the generalized split-window LST

algorithm and the day–night LST algorithm (Wan and Dozier

1996; Wan and Li 1997; Wang et al. 2014). The data are pro-

duced as a series of nine products. We use both MOD11_L2

data (DOI: 10.5067/MODIS/MOD11_L2.006) and MOD11C3

data (DOI: 10.5067/MODIS/MOD11C3.006). The MOD11_L2

version 6 swath product (MOD11L2 hereafter) provides LST

and emissivity with pixel size of 1 km in 5-min temporal in-

crements of satellite acquisition (https://lpdaac.usgs.gov/products/

mod11_l2v006/). The MOD11C3 version 6 product (hereafter

MOD11C3v6) providesmonthly LST and emissivity values in a

0.058 (5.6 km at the equator) latitude–longitude climate mod-

eling grid (CMG), which has a geographic grid with 7200 col-

umns and 3600 rows representing the entire globe (https://

lpdaac.usgs.gov/products/mod11c3v006/). The present study is

restricted to the continental United States. These two products

are also used in Pinker et al. (2019) for a comprehensive

comparisons with the GOES-E LST.

d. In situ measurements

1) SURFRAD/BSRN

The Surface Radiation Budget Network (SURFRAD) (http://

www.esrl.noaa.gov/gmd/grad/surfrad/) provides the best avail-

able, continuous, long-term measurements of surface radiation

budget over the United States, which became the continental

U.S. contingent of the international Baseline Surface Radiation

Network (BSRN) (Ohmura et al. 1998; Augustine et al. 2005).

The sites provide upwelling (F[
LW) and downwelling (FY

LW)

longwave radiative fluxes at 1- or 3-min frequency, which makes

them suitable for generating LST information that matches well

with the GOES LST retrieval time. Used are the Eppley

Precision Infrared Pyrgeometers (model PIR), which are

sensitive in the spectral range from 3000 to 50 000 nm. The

general information about the instrumentation can be found

online (https://www.esrl.noaa.gov/gmd/grad/surfrad/overview.html).

The instrumental error gives rise to an uncertainty in retrieved

LST of less than 1K (Guillevic et al. 2012). In this paper,

we used the site at Desert Rock, Nevada (DRA: 36.628N,

116.028W), since it is well situated in the overlap domain be-

tween the two satellites.

We applied a basic and widely used approach (e.g., Heidinger

et al. 2013; Malakar et al. 2018; Martin et al. 2019; Scarino et al.

2017; Yu et al. 2009) to get the LST from the F[
LW and FY

LW

FIG. 1. (a) Band 2 image for 0030 UTC 1May 2000 (raw counts).

TheX–Y axis shows pixel lines and elements; (b) calibrated band-2

brightness temperature for 0030 UTC 1 May 2000; (c) reprojected

GOES-W to GOES-E.
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observations. It is based on the Stefan–Boltzmann law, and can

be expressed as follows:

LST5 f[F[
LW 2 (12 «

sfc
)FY

LW]/(«
sfc
s)g1/4 , (2)

where «sfc is the surface broadband emissivity as provided by

CAMEL, and s is the Stefan–Boltzmann constant and is equal

to 5.669 3 1028 Jm22 s21 K24.

2) ARM SOUTHERN GREAT PLAINS

The Southern Great Plains (SGP) atmospheric observatory

was the first field measurement site established by the ARM

user facility (https://www.arm.gov/capabilities/observatories/

sgp). This observatory is the world’s largest and most exten-

sive climate research facility. The SGP site offers high-quality

data and simulations at two tower levels (10 and 25m). The in-

struments are a Heitronics GmbH KT19.85 Infrared Radiation

Pyrometer (https://www.arm.gov/capabilities/instruments/irt)

that measure radiances between 9.6 and 11.5mm. The tem-

perature resolution is 60.45K at 293K. The uncertainty is

0.0244K for a 0–1V output range and 100K span. The in-

struments are checked annually and the data quality is moni-

tored by the ARM Data Quality Office. The surface skin

FIG. 2. (a) Monthly mean LST for July 2004 at 0615 UTC retrieved from GOES-E; (b) monthly mean LST for

July at 0630 UTC retrieved from GOES-W; (c) LST differences between (a) and (b); (d) frequency distribution of

LST differences.

FIG. 3. (a) Monthly mean LST for July 2004 at 1815 UTC retrieved from GOES-E; (b) monthly mean LST for

July at 1830 UTC retrieved from GOES-W; (c) LST differences between (a) and (b); (d) frequency distribution of

LST differences. Only grids/points that have at least 3 days of values have been used.
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temperature used in this paper is observed at 60-s intervals at

the Central Facility (36.608N, 97.488W).

3) OKLAHOMA MESONET

As detailed in Pinker et al. (2019) the Oklahoma Mesonet

is a world-class network of environmental monitoring stations

(http://www.mesonet.org). The network was designed and

implemented by scientists from the University of Oklahoma

(OU) and Oklahoma State University (OSU). It is an auto-

mated network of 120 stations across Oklahoma. About eighty

nine of the Mesonet sites are installed with infrared tempera-

ture (IRT) sensors (8–14mm) (Apogee Instruments, Inc.). This

sensor is water resistant, designed for continuous outdoor use.

Sensor accuracy is approximately 60.2K from 288 to 308K

and 60.3K from 278 to 318K. The sensors are installed at a

height of 1.5m and have a field of view of a diameter circle

of 0.5m. A combination of automated and manual tests are

applied using simultaneous soil and atmospheric measure-

ments to intercompare observations and ensure that the skin

temperature observations are of research quality (Fiebrich

et al. 2003).

e. Uncertainties

The primary uncertainties of ground-based LST retrievals

depend on the accuracy of the radiometric measurements and

the emissivity estimates used in Eq. (2) (e.g., Hook et al. 2004,

2007, 2020; Augustine and Dutton 2013; Heidinger et al. 2013;

Guillevic et al. 2014, 2017; Sobrino and Skoković 2016;

Göttsche and Hulley 2012; Göttsche et al. 2013, 2016; Martin

et al. 2019). The error in the in situ LST caused by the uncer-

tainty of upwelling (65Wm22) and downwelling (65Wm22)

radiometric measurement is less than 0.2K (Martin et al. 2019).

Error introduced by uncertainty in the broadband emissivity

(,0.1) is less than 0.25K (Heidinger et al. 2013). It should be

noted that the above referenced errors are not negligible but

neither are they a major source of uncertainty in LST estima-

tion. Sobrino and Skoković (2016) claim that ‘‘the biggest part

of uncertainty is due to inhomogeneity, which varies for each

station and season. The other components have less influence,

especially in seasons where the inhomogeneity is high.’’ The

homogeneity of each site was previously assessed in Pinker

et al. (2019). It was found that these sites showed a high degree

of homogeneity for the period of 2000–08 over a 0.058 3
0.058 box.

f. Matchup issues

Themethod of spatial and temporal matching is described in

Pinker et al. (2019) for GOES-E and also used for GOES-W.

Briefly, since the spatial scale of the ground-based LST and the

satellite LST product is different, we averaged the pixel values

that fall within a 0.058 3 0.058 box,with the target site as a center.
To reduce time difference between the in situ and satellite-based

LST, we took the averages of the in situ LST observations that

fall in615min interval around the start of the scanning time for

FIG. 4. Evaluation of instantaneous (left) GOES-E- and (right) GOES-W-based LST estimates against the DRA

station, independently for (top) daytime and (bottom) nighttime from 2004 to 2009.
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eachGOES satellite. This selection is based on the scan duration

(10–15min) of the GOES satellite operation.

3. Results

a. Evaluation of LST from GOES-E and GOES-W

As discussed in sections 2a and 2b, required changes have

been implemented in the retrieval schemes for applicability

to GOES-W. The RTTOV algorithm is run for GOES-E and

GOES-W for the years of 2004–09. The retrieved results

from GOES-E for July 2004 at 0615 UTC and from GOES-W

for July 2004 at 0630 UTCwere compared against each other

as shown in Fig. 2. Their differences and the frequency

distribution of these differences are also illustrated. The

frequency distribution of LST differences between themonthly

means is also given. As seen, in the overlap area, the LST

has similar spatial distribution patterns. The mean and median

value of differences are small, 0.01 and 0.11K, respectively.

In Fig. 3 we show monthly mean LST for July 2004 at 1815

and 1830 UTC as retrieved from GOES-E and GOES-W, re-

spectively, and their difference. The frequency distribution of

LST differences is also given. As seen, the differences are

higher than at 0600 UTC, the mean and median value of dif-

ferences are 0.15 and 1.33K, respectively. The objective of this

evaluation was to provide information on the range of differ-

ences during extreme times of the day.

b. Evaluation against SURFRAD/BSRN at DRA

We have evaluated GOES-E and GOES-W LST estimates

at DRA for the period 2004–09, independently for daytime and

nighttime. The scatterplots of the instantaneous satellite-based

LST for GOES-E and GOES-W against DRA for both day-

time and nighttime from 2004 to 2009 are shown in Fig. 4. As

evident, the satellite estimates and the ground observations

have high correlation (Corr ’ 0.99). Overall, GOES-W has

smaller bias thanGOES-E for both daytime and nighttime. For

daytime (upper panel, Fig. 4) the bias of GOES-W is about

0.31K (0.1%) while GOES-E is about 21.16K (0.4%). For

nighttime, the bias is 21.25K (0.4%) and 22.18K (0.8%) for

GOES-W and GOES-E, respectively. The standard deviation

(std) of the two products are comparable to each other for both

daytime and nighttime (std , 2K). The root-mean-square er-

ror (RMSE) is less than 1%.One needs to note that theGOES-

E instantaneous LST we used here are 15min after hour while

the GOES-W instantaneous data are 30min after the hour.

However, the averaging of the ground observations are around

each satellite overpass time, respectively.

c. Comparison between GOES-E, GOES-W at instanta-
neous time scale over the ARM/SGPC1 site

The probability distribution of differences between GOES-

E and GOES-W-based LST retrievals and ARM/SGPC1

in situ LST is shown in Fig. 5 and statistics are provided in

TABLE 3. Statistics from intercomparison of LST retrieved from GOES-E and GOES-W at the ARM/SGPC1 site during 2004–09

as shown in Fig. 5.

Corr Bias Std RMSE

GOES-E GOES-W GOES-E GOES-W GOES-E GOES-W GOES-E GOES-W

10m 0.96 0.95 20.74 (0.25%) 22.04 (0.71%) 4.07 (1.41%) 4.57 (1.58%) 4.14 (1.43) 5.01 (1.73%)

25m 0.97 0.96 20.92 (0.32%) 22.22 (0.77%) 3.55 (1.23%) 4.19 (1.45%) 3.67 (1.27%) 4.75 (1.64%)

FIG. 5. Evaluation of GOES-E and GOES-W against ARM/SGPC1 at (left) 10 and (right) 25m during 2004–09.

Black solid: GOES-E; black dashed:GOES-W; red dotted:6std forGOES-E; blue dotted:63 std forGOES-E; red

dash–dotted: 61 std for GOES-W; blue dash–dotted: 63 std for GOES-W.
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FIG. 6. Evaluation against Mesonet sites for daytime and nighttime in January and July over 2004–07.
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Table 3. Most of the differences (.80%) fall within the

interval of 1 std (;4 K). The correlation between GOES-E

and ARM/SGPC1 and GOES-W and ARM/SGPC1 is high

for both observational levels (Corr . 0.95). The bias

for GOES-E at 10 and 25 m is about 20.74 K (0.25%)

and20.92 K (0.32%), respectively, while GOES-W is about

1.3 K lower.

d. Comparison between GOES-E, GOES-W at instanta-
neous time scale at Oklahoma Mesonet

The distribution of Oklahoma Mesonet sites used in current

evaluation is shown (Fig. 7). The evaluations are carried out

against all the stations for both daytime and nighttime in

January and July during 2004–07. Results are presented in

Figs. 6 and 7 . Both of the retrieved GOES LSTs have high

correlation with the in situ data (Corr . 0.8); see Table 4.

Results for GOES-E at both daytime and nighttime for

January and July are comparable. GOES-W has smaller

bias for July than January at both daytime and nighttime.

For January, the GOES-W data have comparable bias

with GOES-E, but relatively have a larger spread than

GOES-E. For July, the bias of GOES-E data is much

smaller than GOES-W and its spread is also slightly smaller

than GOES-W.

Figure 7 shows the distribution of RMSE from inter-

comparison of LST retrieved from GOES-E, GOES-W at

Mesonet sites during 2004–07. As seen for GOES-E, the

RMSE of most of the sites is less than 1% of their mean

LST (282.03–298.66 K). Only at two sites the RMSE is

greater than 1.5% but less than 2%. The minimum value

is 1.76 K and the maximum is 6.53 K. For GOES-W, at most

of the sites the RMSE is greater than 1% but less than

1.5%. The minimum value is 1.92 K and the maximum

is 6.76 K.

e. Comparison between GOES-E, GOES-W, and MODIS
at instantaneous time scale

Wehave conducted an intercomparison betweenMOD11L2

and the two GOES LST estimates. The intercomparison ap-

proach requires accounting for differences in spatial resolu-

tion, view angle and overpass time between the satellites

(Guillevic et al. 2014). Matchups represent coincident pairs of

granules with respect to satellite overpass times and view an-

gles. The ‘‘near miss’’ time spans are usually referred to as si-

multaneous nadir overpasses (SNOs) when nadir view angles

are considered (Cao et al. 2004). First, the MOD11L2 data are

regridded to 0.058 3 0.058. The GOES-W LST has a 15min

time difference with GOES-E andMODIS. Figure 8 shows the

LST retrievals fromGOES-E andMOD11L2 at 1815UTC and

GOES-W at 1830 UTC 29 August 2004. The differences of

their distributions are presented in Fig. 9. The statistics are

based on all available grid points for this case as shown in

Table 5.

As seen in the left panel of Fig. 8, the highest LST is close to

the southeast coast for all of the three products. The maximum

values for GOES-E, GOES-W, and MOD11L2 are 332.2,

334.7, and 332.7K, respectively. The position of lowest LST for

all three products are similarly located. The minimum values

are 278.8, 269.0 and 280.9K. As evident from the right panel of

Fig. 8, most of the grids are in the range of 307.5–313.0K for all

products.

From Fig. 9 and Table 5, it is evident that both GOES LST

products have high correlation with MOD11L2 (coefficients

are over 0.85 using more than 40 000 grid points) while GOES

FIG. 7. Distribution of RMSE from intercomparison of LST retrieved from (left) GOES-E and (right) GOES-W at

Mesonet sites during 2004–07.

TABLE 4. Statistics from intercomparison of LST retrieved from GOES-E, GOES-W at Mesonet sites for daytime and nighttime

in January and July over 2004–07.

Corr Bias Std RMSE

GOES-E GOES-W GOES-E GOES-W GOES-E GOES-W GOES-E GOES-W

January Day 0.97 0.94 0.11 (0.0%) 20.3 (0.1%) 1.98 (0.7%) 2.93 (1.0%) 1.99 (0.7%) 2.95 (1.0%)

Night 0.93 0.89 0.77 (0.3%) 0.3 (0.1%) 2.15 (0.8%) 2.7 (1.0%) 2.28 (0.8%) 2.71 (1.0%)

July Day 0.93 0.90 0.31 (0.1%) 2.96 (1.0%) 3.12 (1.0%) 3.39 (1.1%) 3.14 (1.0%) 4.5 (1.5%)

Night 0.87 0.81 0.01 (0.0%) 1.46 (0.5%) 2.07 (0.7%) 2.45 (0.8%) 2.07 (0.7%) 2.85 (1.0%)
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LST products are higher than MOD11L2. The largest differ-

ences occur in Washington State. The bias for GOES-E and

GOES-W is about 2.54K (0.8%) and 2.03K (0.7%), respec-

tively. Correlation coefficient betweenGOES-W andGOES-E

LST is 0.9 and the bias is about 20.51K (0.2%).

f. Comparison between GOES-E, GOES-W, and MODIS
at seasonal time scale

We also evaluate the ability of capturing the LST sea-

sonal changes at DRA including the MOD11C3v6 product.

Figure 10 shows the LST distribution for GOES_E, GOES-W,

and MOD11C3v6 over 2004–09 for each month and their

monthly mean values compared with DRA (Table 6).

Both of the retrieved GOES LSTs have similar patterns of

variability to those from the DRA site. MOD11C3v6 LSTs are

higher than the DRA observations for most seasons; the an-

nual mean LST for all years used is 294.5K, which is 2.3K

higher than the value measured at DRA (292.2K), but GOES

estimates are much closer to the site value than the others. The

annul mean LST fromGOES-E is 290.6K, which is 1.6 K lower

than DRA; the value from GOES-W is 291.5K, which is 0.7K

lower than DRA.

g. Climatology of LST

A 6 yr (2004–09) mean LST at 0.058 spatial resolution for

January and July is shown in Fig. 11; statistics is presented in

Table 7. As shown, for July and January, the LST distribution

pattern of the two products are similar to each other. They

have high correlation (Corr . 0.9) and very small bias (0.19K

for July and 20.76K for January). The std and RMSE are

larger in July than in January.

Figure 12 shows the diurnal cycle of LST at DRA and at the

ARM/SGPC1 sites from ground and satellite-based estimates.

Closer agreement between the satellite and ground observa-

tions is seen from about noon to late afternoon. The difference

between DRA observations and GOES estimates are around

FIG. 8. (left) LST retrievals and (right) their distributions from (bottom) MOD11L2 and (top) GOES-E for

1815 UTC and (middle) GOES-W for 1830 UTC 29 Aug 2004.
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0–2Kwhile at ARM/SGPC1 the differences are about 0.5–3K;

before noon, the differences are larger around 0–6K. The

GOES-E LST has shown a good agreement in depicting the

diurnal cycle at other SURFRAD sites (Pinker et al. 2019).

These findings indicate that the GOES-E and GOES-W esti-

mates have the ability to represent well the diurnal variations

of the LST. This is of extreme interest since most satellite-

based estimates of LST use polar orbiters unable to depict the

true diurnal cycle. A comprehensive analysis over the entire

United States will be conducted independently.

4. Summary and discussion

Prospects for achieving global information from GEO sat-

ellites are improving. New development in geostationary sys-

tems aims to make them more similar to each other in terms of

FIG. 9. Comparison of LST retrieval differences between (top) GOES-E andMOD11L2, (middle)GOES-W and

MOD11, and (bottom) GOES-E and GOES-W at 1815 or 1830 UTC 29 Aug 2004. The statistical summaries are

shown in Table 5.

TABLE 5. Statistics from intercomparison among LST retrieved from GOES-E and GOES-W and from MOD11L2 product at 1815 or

1830 UTC 29 Aug 2004 as shown in Fig. 9.

Corr Bias Std RMSE

GOES_E vs MOD11L2 0.88 2.54 (0.8%) 3.74 (1.2%) 4.52 (1.5%)

GOES_W vs MOD11L2 0.87 2.03 (0.7%) 4.03 (1.3%) 4.51 (1.5%)

GOES_E vs GOES_W 0.90 20.51 (0.2%) 3.58 (1.2%) 3.62 (1.2%)
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spatial resolution and the spectral characteristics of relevant

channels. For instance, the GOES-R Advanced Baseline

Imager (ABI) Sensor (Schmit et al. 2017) is similar to the

Advanced Himawari Imager (AHI) 8 and 9 (Okuyama et al.

2015). Such improvements make it possible to establish a

consistent and seamless long-term global record of land surface

properties, which requires homogenization of satellite obser-

vations from several sources. However, the issue of merging of

the observations in areas of overlap due to differences in

viewing geometry and the impact of the anisotropy of surface

emissivity (Minnis et al. 2004; Cuenca and Sobrino 2004;

Pinheiro et al. 2006) still exists. As illustrated in Evan et al.

(2007) in respect to the International Satellite Cloud

Climatology Project (ISCCP) cloud data (Rossow and Schiffer

1999), the abrupt changes in global cloud amounts result from

sudden changes in the geostationary viewing angles. They also

point out that these observations are consistent with the the-

ory that changes in the number of geostationary satellites

are altering information on the global mean cloud amounts

(Campbell 2004). As such it is critical to evaluate and optimize

observations from different sources, a formidable task and as

yet, not comprehensively addressed.An early attempt to address

the merging issue from geostationary satellites in respect to

surface radiative fluxes is described in Zhang et al. (2007). They

introduced a semiempirical orthogonal function (EOF) iteration

scheme for homogenizing the fluxes. On the average, the latter

reduced the RMSE in the fluxes as compared to ground obser-

vations by about 2–3Wm22. The newly revived interest in the

topic ofmergingGEO satellite observations can be attributed to

progress made to improve satellite observations. The new ca-

pabilities of geostationary satellites (the European SEVIRI,

ABI on GOES-R, Himawari-8/9) provide new capabilities to

derive high-resolution (temporal and spatial) climatic parame-

ters such as LST. The satellites have similar channels (GOES-R

and Himawari-8/9), which reduces some of the problems in

merging data from different platforms.

In this paper, we describe an approach to derive and eval-

uate high-temporal- and high-spatial-resolution information

on LST from the GOES satellites across multiple missions

and multiple sensors with overlapping coverage. Specifically,

we have implemented the RTTOV radiative transfer model

adjusted for channel 4 (10.7mm) of GOES-E and GOES-W

with the MERRA-2 atmospheric profiles and the CAMEL

emissivity product to derive a 6 yr record (2004–09) of LST.

The data are produced at 0.058 spatial resolution at hourly

time scale and evaluated for the period of 2004–09 against

best available ground observations and an independent well

established product from MODIS. We report results of

evaluation at instantaneous time scale as well as averaged

over a month. We found that monthly mean differences in

LST for July at 0600 UTC retrieved from GOES-E and

GOES-W in terms of mean and median values were 0.01 and

0.11 K, respectively, but were higher at 1800 UTC, with re-

spective mean and median differences of 0.15 and 1.33K. The

FIG. 10. Comparison of (left) GOES-E and (right) GOES-W LST at monthly time scale for 2004–09 with

MOD11C3v6 and the DRA site. The mean values (stars) are shown in Table 6.

TABLE 6. Mean LST for each month from GOES-E, GOES-W,

MOD11C3v6, and DRA as shown in Fig. 8.

Month DRA GOES-E GOES-W MOD11C3v6

January 278.975 277.033 277.721 279.745

February 280.479 278.379 278.997 280.39

March 288.849 287.462 288.138 291.827

April 293.308 291.565 292.476 295.192

May 300.195 298.384 299.454 302.322

June 304.02 302.528 303.432 307.414

July 306.958 305.266 306.715 309.732

August 303.918 302.154 303.678 307.302

September 299.406 298.055 299.128 302.197

October 289.594 288.165 289.098 294.88

November 282.815 281.377 281.987 283.123

December 278.397 276.798 277.329 280.16

Avg 292.243 290.597 291.513 294.524
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performance of GOES-based LST is comparable to theMODIS

product and is in good agreement with in situ data. As such they

are of sufficient quality to represent seasonal and diurnal vari-

ability and climatological characteristics of LST over the

United States.

The importance of the LST diurnal changes has been amply

recognized and a wide range of attempts have been made to

estimate it (e.g., Dai and Trenberth 2004; Aires et al. 2004;

Sun et al. 2006; Duan et al. 2014). Early studies have demon-

strated that there is a strong connection between soil moisture

and soil surface temperature. This concept served as a basis

for the Heat Capacity Mapping Mission (HCMM) that was

the first of NASA’s Applications Explorer Missions opera-

tional from April 1978 to September 1980 (Taranik and Settle

1981; Price 1977). The satellite was placed in a circular sun-

synchronous orbit, allowing the spacecraft to sense surface

temperatures near the maximum and minimum of the diur-

nal cycle to determine the thermal inertia as explained in Idso

et al. (1976). Namely, the amplitude of the diurnal surface

temperature wave of the soil is a function of (among others),

thermal conductivity (l), density (r), and specific heat (c) de-

fined as

P5 (lrc)
1/2

. (3)

Idso et al. (1976) have shown that the thermal inertia is in-

versely proportional to the amplitude of the diurnal surface

temperature wave. Carlson (1986) pointed out that the early

morning heating rate change can be used as an indicator of soil

surface moisture. It was also hypothesized that the moisture–

temperature relationship can be utilized to correct prediction

of surface temperature by minimizing the difference between

simulated and observed skin temperature by adjusting the

soil moisture in the model in particular, during the morning

period when the heating rate is strong (Barkan et al. 2020).

In most cases, the DTR has been estimated from polar or-

biting satellites with daytime and nighttime observations.

Yet, these do not coincide with the minimum and maximum

values of the day. While specific geostationary satellite have

been used to derive LST at hourly time scales using a wide

range of methods, there is a need in such information at

global scale that requires to merge several geostationary

satellites to represent the DTR.

Another important application of the DTR as provided by

the data that generated in this study is related to issues of

FIG. 11. Climatology of LST for (left) July and (right) January averaged for 2004–09 as derived from (top)

GOES-EAST and (middle) GOES-WEST and (bottom) their differences.

TABLE 7. Intercomparison statistics of LST from GOES-E and

GOES-W climatology during 2004–09 over the United States in

areas of overlap in January and July.

Corr Bias Std RMSE

July 0.93 0.19 (0.1%) 2.39 (0.8%) 2.4 (0.8%)

January 0.99 20.76 (0.3%) 1.42 (0.5%) 1.6 (0.6%)
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climate change that currently are investigated by changes in

mean temperature. According to several studies (Easterling

et al. 1997; Dai et al. 1999; Davy et al. 2017) the DTR has been

decreasing worldwide since the 1950s. According to Easterling

et al. (1997) the decrease is primarily due to the increase in

minimum temperature. The various possible causes for the

increase in the minimum temperature have been discussed

in numerous papers (Karl et al. 1993; Braganza et al. 2004;

Stone and Weaver 2002, 2003; Dai et al. 1999). While the

above studies used information on air temperature only,

the LST data generated allow us to take a fresh look at this

issue. As demonstrated, our results are of sufficient quality

to represent seasonal and diurnal variability and climato-

logical characteristics of LST over the United States as

well as DTR.

Our findings can serve as guidelines for developing a strat-

egy for global coverage from geostationary satellites. The

methodology we use minimizes differences between satel-

lites in areas of overlap. The proposed semiempirical cor-

rections for viewing geometry that have been used in a

previous study (Scarino et al. 2017) had only small impact

on our results. Scarino et al. (2017) found a larger impact

of the angular corrections on the retrieved LSTs; however,

their experiment is based on independent observations and

methodology. Possibly, findings can be also impacted by the

limited database used for developing the angular correc-

tions. A controlled experiment using same observations but

independent methodology could shed more light on this issue

in future.
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